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Abstract

We present a 1-D heat transfer, melting, vaporization and resolidification model describing the interaction of a

scanning continuous-wave laser with a metal surface wherein the beam power is constant. A physical model based on

the Stefan problem is developed with appropriate boundary conditions. The effects of processing parameters on process

variables are investigated numerically by varying beam diameters, scan speeds and substrate temperatures for Nickel.

Relations are derived for the times to initiate melting, to initiate vaporization, to reach maximum melting depth, for

melting-resolidification, and for maximum melting and vaporization depths. Surface temperatures are compared with

approximate closed form solutions.
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1. Introduction

Selective laser sintering (SLS) [13] is a solid freeform

fabrication technique that creates three dimensional

freeform objects directly from their CAD models. An

object is created by selectively fusing thin layers of a

powder using a computer-controlled scanning laser

beam that scans patterns corresponding to slices of the

CAD model. In contrast with SLS of amorphous poly-

meric materials where the powder undergoes sintering

and partial densification, direct SLS of metals is a pro-

cess in which a high-energy laser beam scans, melts and

consolidates a metal powder or powder mixture to full

or near-full density. This is a complex process exhibiting

multiple modes of heat and mass transfer. The inherent

complexity of this process requires the construction of
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increasingly sophisticated models to enable a funda-

mental understanding of the important underlying

physical mechanisms. This understanding is essential to

implement effective process control schemes [12]. In

order to understand and control this process, detailed

knowledge of the spatial and temporal characteristics of

temperature and melt interface is required as a function

of controllable processing parameters. These parameters

include input laser power (typically 0.1–1 kW), focused

beam diameter (typically 100–500 lm) and beam scan

speed (typically 0.1–10 m/s). In direct SLS, metal pow-

ders melt after absorbing a large amount of heat from

the laser beam and then release the heat during reso-

lidification to form fully dense shapes. Melting and

resolidification processes have a significant influence on

the temperature distribution, residual stress, and the

final microstructure quality of the parts. Neglecting such

important effects could result in significant errors in

thermal modeling [37]. In other words, understanding

dynamics of phase change processes during laser melting

is essential to obtaining high quality parts especially
ed.
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Nomenclature

Bf boundary heat flux factor

cp specific heat

D solid–liquid thermal diffusivity ratio

d beam diameter

Fo Fourier number (¼ ast
r2 )

k thermal conductivity

L domain length

P laser power

Qs supplied total energy density (¼ 4P
pdv, step

heat flux input)

q00 laser heat flux

Rf boundary radiation heat flux factor

r beam radius

St Stefan number

Ti initial temperature

Tm melting temperature

T1 ambient temperature

Tv vaporization temperature

Ts surface temperature

ti time to initiate melting

tvi time to initiate vaporization

tmax time to reach maximum melt depth

ttot total melting-resolidification time

V velocity of solid–liquid interface

Vv velocity of liquid–vapor interface

v beam scan speed

x dimensional coordinate

xf ;max maximum melt depth

xvf ;max maximum vaporization depth

Greek symbols

aa optical absorptivity

a thermal diffusivity

c ratio of latent heat of fusion to latent heat of

evaporation

D dimensionless beam diameter

� optical emissivity

fmax dimensionless maximum melting depth

fv;max dimensionless maximum vaporization depth

g dimensionless beam speed

h dimensionless temperature

hv dimensionless vaporization temperature

hi dimensionless initial temperature

hs dimensionless surface temperature

j solid to liquid thermal conductivity ratio

k latent heat of fusion

kv latent heat of evaporation

n dimensionless time (¼ t
s)

q material density

r Stefan–Boltzmann constant

s beam–material interaction time

si dimensionless time to initiate melting

svi dimensionless time to initiate vaporization

sint dimensionless beam–material interaction

time

smax dimensionless time to reach maximum

melting depth

stot dimensionless time for melting and resolid-

ification

/ dimensionless absorbed laser energy density

v dimensionless coordinate

Subscripts

s solid

l liquid

f solid–liquid interface

vf liquid–vapor interface
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when higher-order laser scanning paths beyond con-

ventional straight line raster scanning are utilized. Pro-

cesses involving laser based fusion need real-time control

strategies that incorporate melt dynamics. However,

current direct SLS processing lacks melt-depth dynamic

control capability. Therefore, when higher-order scan-

ning paths are used, the power or speed of the laser

beam must be manually adjusted along the path to

provide sufficient depth of melt [1]. In order to imple-

ment real-time laser power, beam diameter, and scan

speed control, there exists a need to understand the re-

sponse of melting, vaporization and resolidification

processes to time-dependent changes in laser power in-

put. This is especially necessary to account for process

perturbations that occur due to deliberate or random

fluctuations in laser power, due to different boundary
conditions that occur during the layer-by-layer fabrica-

tion process where a layer of powder could have a pre-

viously solidified layer surface underneath (conducting)

versus just powder underneath (relatively insulating), as

well as to account for variations in thermophysical,

optical and material properties when multiple materials

are used to make heterogeneous parts. In our first at-

tempt to address the above needs, in this paper, we

present a one-dimensional model that describes the

physical mechanisms of heat transfer, melting, vapori-

zation and resolidification taking place during and after

the interaction of a quasi-stationary laser beam with a

metal substrate. The substrate interacting with the laser

is treated as a crystalline surface with a sharp melting

and vaporization temperature. Although our intent is to

understand such phenomena occurring in direct SLS
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where a laser beam interacts with a metal powder bed,

the model developed here is applicable in general to laser

melting of metals, provided the 1-D assumption is met

and boundary conditions are satisfied. The problem is

treated in dimensionless form enabling a parametric

analysis under various processing conditions.
2. Background

A review of the literature shows several works

investigating the one-dimensional melting of metals. A

study by Cohen [10] was motivated by a need for

understanding the mechanisms of melting and vapori-

zation of materials subjected to heat fluxes produced by

various sources. Towards this end, a solution technique

capable of treating time-varying heat inputs as well as

the step-function heat input was developed. Zien [40]

presented approximate solutions for the one-dimen-

sional transient ablation problem with two specific

forms of time-dependent boundary heat flux based on

Landau’s [19] idealized ablation model including power-

law boundary heat flux and exponential boundary heat

flux. Sharma et al. [26] described simplified procedures

for the approximate solution of heat-transfer problems

with phase change for time-dependent surface tempera-

tures, showing comparisons between approximate solu-

tions and numerical solutions. Cline and Anthony [9]

derived a thermal analysis for laser heating and melting

materials for a Gaussian heat source moving at a con-

stant velocity. They concluded that the resulting tem-

perature distribution, cooling rate distribution, and

depth of melting was related to the laser spot size,

velocity, and power level. Bertolotti and Sibilia [3] sug-

gested analytical solutions for the penetration of a laser

heat flux-induced melting front by solving the motion

equation of the fusion interface, obtained by the con-

duction heat equation for the liquid region, and by the

energy conservation at the fusion front. Solutions were

obtained both for uniform and Gaussian intensity dis-

tribution laser beams and also for the case of constant

thermal properties, while introducing the thermal con-

ductivity discontinuity at the fusion interface. In the

paper by El-Adawi and Elshehawey [14], the problem of

heating a homogeneous slab of material by time-

dependent laser irradiance was studied. They also ob-

tained an exact solution for the temperature distribution

of the slab by the Fourier series expansion technique.

Pak and Plumb [20] examined a one-dimensional, phase-

change process in a two-component packed bed. The

macroscopic energy equation and continuity equations

for both the liquid and solid phases were solved

numerically, and experiments were conducted to confirm

the numerical results. Ho and Grigoropoulos [15] solved

the heat conduction in the solid substrate and in the li-

quid melt by a one-dimensional transient heat transfer
model. Xu et al. [34] developed a conductive heat

transfer model including the analysis of melting and

resolidification by applying an interface tracking finite

difference algorithm to calculate the melt front propa-

gation and the transient temperature field in Silicon.

Zhang and Faghri [36] investigated the effects of moving

heat source intensity and the scanning velocity on the

sintering depth, the location and shape of the liquid pool

in a two component metal powder bed comprising two

metals of vastly differing melting temperatures. Zhang

and Faghri [38] also studied melting and vaporization

phenomena during the laser drilling process. Xie and

Kar [33] examined the melting rate during laser mate-

rials processing with a one-dimensional heat conduction

model, yielding approximate correlations for time

dependence of melt depth as well as average melting

velocity as functions of linear power density, thermo-

physical properties and melt temperature. Ahn et al. [1]

suggested approximate solutions for a transient one-

dimensional heat conduction problem with a moving

heat source and moving phase boundary by three dif-

ferent methods. Shiomi et al. [27] simulated the melting

and solidifying processes of metallic powders by the fi-

nite element method. Wood and Geist [32] developed a

computational model for treating various aspects of the

complex melting and solidification phenomena in

pulsed-laser irradiated materials. Wang et al. [29,30]

suggested an effective interface-tracking scheme for the

numerical modelling of heat transfer and phase change

during rapid solidification. Wang et al. [31] also con-

ducted a dimensionless analysis of controlling para-

meters under various conditions. Huang et al. [16]

described a model for melting and solidification of thin

wires and Chung and Das [8] presented a one-dimen-

sional model describing melting and resolidification

during and after the interaction of a laser beam with

semi-infinite metal surface. Besides these, numerous

studies on heat conduction involving phase change and

moving heat sources were done [18,22,24,28,35,39]. The

aforementioned studies modeled either melting only,

melting with vaporization, or melting with subsequent

resolidification but without vaporization. However,

understanding and predicting melting, vaporization and

resolidification processes as a function of time-varying

laser power input are important for real-time control of

laser fusion based material processing. Furthermore,

dimensionless analyses of scaling laws relating process

variables to controllable process parameters in such

processes are especially useful in understanding process

dynamics. To our knowledge, the work presented in this

article is the first attempt at 1-D modeling of combined

melting, vaporization and resolidification and also the

first to derive such scaling laws. In the future these laws

could be incorporated into solidification models that can

predict microstructure formation as a function of pro-

cessing parameters.
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3. Physical model

In this paper, we consider one-dimensional heat

conduction with phase change in a solid of length L,
L � d where d is the laser beam diameter. Heat flux

from a continuous wave laser flows in through the top

surface during heat up while the bottom surface is as-

sumed insulated. If heating continues long enough,

melting commences at temperature Tm and the melt

interface moves inward. Furthermore, if surface tem-

perature reaches vaporization temperature Tv, vapori-

zation is initiated and liquid–vapor interface also moves

inward. After heat flux q00 is turned off at time s, heat is
lost during cool down from the top surface only by

radiation to the ambient at temperature T1. We aim to

determine the time to initiate melting, time to initiate

vaporization, time to reach the maximum melting depth,

total time for melting and resolidification, as well as the

temperature distribution, the velocity and the location of

the melt interface within the domain of interest. The

governing equations were non-dimensionalized with the

following simplifying assumptions. Powder is treated as

a solid substrate at uniform initial temperature with no

volumetric sintering densification during the process.

Laser beam intensity distribution is assumed uniform

across the beam diameter d and incident laser heat flux

q00 is absorbed at the surface with optical absorptivity aa.
Material properties for each phase are assumed inde-

pendent of temperature. Density is assumed constant

and same for both solid and liquid phases. Convective

heat transfer at the top surface is neglected. The process

is assumed to occur in an inert atmosphere at 1 atm

ambient pressure [11]. Further, the vaporization tem-

perature is assumed to be equal to the saturation tem-

perature at ambient pressure. Melt pool convection and

convective heat transfer at the melt interface are also

neglected. The melt interface and liquid–vapor interface

are assumed to propagate in a planar fashion and the

top surface is assumed to be diffuse and gray. In order to

satisfy the one-dimensional approximation, the beam–

material interaction time (s ¼ d
v), defined as the time

taken by the scanning beam with velocity v to traverse

one beam diameter, should be small compared to the

radial thermal diffusion time in the solid of thermal

diffusivity as. In dimensionless form,

sint ¼
d
v

ðd=2Þ2

as
�

,
1 ð1Þ

) v � 4as
d

ð2Þ

The 1-D heat equation with constant properties

describing the process is:

o2T
ox2

¼ 1

a
oT
ot

ð3Þ
The boundary condition at the top surface is

�k
oT
ox

¼ aaq00 þ er T 4
1

�
� T 4

�
; x ¼ xvf ; Ts < Tv ð4Þ

while the boundary condition at the bottom surface

assumed insulated is

�k
oT
ox

¼ 0; x ¼ L ð5Þ

and the initial condition is

T ¼ Ti; 06 x6L ð6Þ

The Stefan condition describing the heat flux balance

at the planar melt interface is

ks
oT
ox

����
s

� kl
oT
ox

����
l

¼ qV k; x ¼ xf ð7Þ

and energy conservation equation at the planar liquid–

vapor interface is

aaq00 þ er T 4
1

�
� T 4

�
þ kl

oT
ox

����
l

¼ qVvkv;

x ¼ xvf ; Ts P Tv ð8Þ

where P is the laser power, q00ðtÞ ¼ 4P
pd2 is the step heat

flux (06 t6 s), q is the material density, V is the velocity

of the solid–liquid interface, Vv is the velocity of the

liquid–vapor interface, k is the latent heat of fusion, kv is
the latent heat of evaporation, xf is the location of the

melt interface, xvf is the location of the liquid–vapor

interface, cpi; i ¼ s; l are the specific heat capacities of the
solid and liquid respectively.

These equations are non-dimensionalized using the

following normalized variables: temperature h ¼ T�T1
Tm�T1

,

surface temperature hs ¼ Ts�T1
Tm�T1

, vaporization tempera-

ture hv ¼ Tv�T1
Tm�T1

, coordinate v ¼ x
r ¼ 2x

d , melt interface

location vf ¼ xf
r ¼

2xf
d , liquid–vapor interface location

vvf ¼ 2xvf
d , time n ¼ t

s, beam speed g ¼ vr
as
¼ vd

2as
, Stefan

number St ¼ cpsðTm�T1Þ
k , solid–liquid thermal diffusivity

ratio D ¼ as
al
, solid–liquid thermal conductivity ratio

j ¼ ks
kl
, latent heat of fusion to latent heat of evaporation

ratio c ¼ k
kv
. We also define a boundary heat flux factor

Bf ¼ aadcpsq00

2ksk
and a boundary radiation heat flux factor

Rf ¼ edcpsrðT 2þT 2
1ÞðTþT1ÞðTm�T1Þ
2ksk

. Using these variables, the

non-dimensionalized governing equations are stated as

follows:

The heat equation,

o2h
ov2

¼ g
2

oh
on

; v < vf ð9Þ

¼ g
2
D
oh
on

; vP vf ð10Þ

with the boundary conditions:

At v ¼ vvf ,
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oh
ov

¼ � Bf

St
þ Rf

St
h; h < 1; hs < hv ð11Þ

¼ � Bf

St
jþ Rf

St
jh; hP 1; hs < hv ð12Þ

while at v ¼ 2L
d

oh
ov

¼ 0 ð13Þ

The initial condition is

h ¼ hi; 06 v6
2L
d

ð14Þ

and the Stefan condition at the solid–liquid interface,

oh
ov

����
s

� 1

j
oh
ov

����
l

¼ g
2St

ov
on

ð15Þ

Also, energy conservation equation at the liquid–vapor

interface is

jBf

St
� jRf

St
hþ oh

ov

����
l

¼ jg
2cSt

ov
on

; hs P hv ð16Þ

We define ti as the time to initiate melting, tvi the time to

initiate vaporization, tmax the time to reach maximum

melt depth, ttot the total melting-resolidification time,

xf ;max the maximum melt depth, xvf ;max the maximum

vaporization depth, aaq00s the absorbed laser energy

density, and their dimensionless counterparts si ¼ asti
L2 ,

svi ¼ as tvi
L2 , smax ¼ astmax

L2 , stot ¼ asttot
L2 , fmax ¼

xf ;max

L , fv;max ¼
xvf;max

L , / ¼ Bf � sint ¼ 2aaq00

qvk respectively.
4. Numerical scheme

There are two widely used methods in the fixed grid

solution for phase change problems, namely enthalpy

methods and temperature-based equivalent heat capac-

ity methods. Enthalpy methods are flexible and can deal

with phase change problems occurring both at a single

temperature and over a temperature range [25,4].

However, these methods have the shortcoming that al-

though the predicted temperature distributions and

melting fronts are reasonable, the predicted time history

of the temperature at a typical grid point may have some

oscillations. The temperature-based fixed grid methods

have no such time history problems and are more con-

venient with conjugate problems involving an adjacent

wall, but have to handle the severe nonlinearity of the

governing equations when phase change temperature
Table 1

Parameters used for numerical computations I

Diameter (lm) 80 100 150 200 2

1.0 1.0 0.5 0.5 0

2.5 2.5 0.75 0.75 0

Scan speed (m/s) 5.0 5.0 1.0 1.0 1

7.5 7.5 1.25 1.25 1
range is small [6]. On the other hand, front tracking

schemes attempt to explicitly track the interface using

the Stefan condition [17]. While one approach is to fix

the spatial step but allow the time step to float in such a

way that the front always passes through a node, an-

other approach is to fix the time step and allow the

spatial step to float, using two distinct, time-varying

spatial steps for the two phases. Although such ap-

proaches work fairly well for a simple Stefan problem,

difficulties arise when the entire domain is at the same

initial temperature, far below melting temperature be-

cause a priori knowledge of initial melt interface loca-

tion is required [2]. In this work, we developed a front

tracking scheme with fixed grid and fixed time step based

on a finite volume method [21,7]. An explicit discreti-

zation scheme (first order in time domain, second order

in space domain) satisfying stability criteria was em-

ployed. The accuracy of this method is verified via

comparison with closed form solutions for surface

temperature as a function of time [23].

5. Simulation parameters

Numerical computations were conducted for step

heat flux input (constant laser power P during 06 t6 s
followed by a drop to zero power). The concept of

beam–material interaction time s is used to simulate the

temporal action of a moving laser beam over a surface

area corresponding to one beam diameter, and can be

used to set the duration for heat flux input experienced

by an area of the surface corresponding to one beam

diameter. Computations were carried out for 10 different

beam diameters with 4 different scan speeds. Therefore,

step power input was tested for 40 different beam–

material interaction times. In order to investigate the

effect of substrate initial temperature, five initial sub-

strate temperatures at a fixed beam diameter (d ¼
200 lm) and scan speed (v ¼ 1:0 m/s) were also tested.

The material properties of Nickel [31] were used for

computations. Table 1 shows beam diameters and scan

speeds selected for the computations, satisfying the 1-D

approximation. Other parameter values used for the

computations are shown in Table 2.

The computations yielded temperature histories,

interface locations, and interface velocities as functions

of time and processing parameters. Further, relations

between dimensionless process variables si, smax, stot and
50 300 350 400 450 500

.5 0.5 0.5 0.5 0.5 0.5

.75 0.75 0.75 0.75 0.75 0.75

.0 1.0 1.0 1.0 1.0 1.0

.25 1.25 1.25 1.25 1.25 1.25



Table 2

Parameters used for numerical computations II

Domain size Number of

nodes

Time step Laser beam

power

5 mm 500 1 · 10�8 s 1000 W
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fmax, and controllable process parameters sint and input

laser heat flux q00 were developed. These relations are

discussed in the following sections.
6. Results and discussion

6.1. Time to initiate melting

Fig. 1(a) and (b) are a set of plots showing si, the
dimensionless time to initiate melting versus sint, the
((a)

(c) (

Fig. 1. (a) Dimensionless time to initiate melting vs. dimensionless

dimensionless time to initiate melting vs. dimensionless energy dens

melting vs. dimensionless beam–material interaction time at fixed s

normalized beam diameter.
dimensionless beam–material interaction time and si
versus /, the dimensionless energy density respectively,

for fixed beam diameters ranging from 80 to 500 lm.

Both figures show that for fixed beam diameter, si is
constant and independent of sint and /. At each fixed

beam diameter, although sint and / can vary, the input

heat flux q00 remains constant and primarily determines

si.
Fig. 1(c) is a plot of si versus sint for fixed scan speeds

ranging from 0.5 to 1.25 m/s. This plot shows that for

each fixed scan speed, si increases as sint decreases (beam
diameter increases), and as the input heat flux q00 de-
creases. We also note that as the beam diameter in-

creases, si increases nonlinearly due to the inverse square

dependence of heat flux on diameter. From these

observations, a scaling law relating si and normalized

beam diameter ðD ¼ d=LÞ can be obtained with an
b)

d)

beam–material interaction time at fixed beam diameters, (b)

ity at fixed beam diameters, (c) dimensionless time to initiate

can speeds, and (d) dimensionless time to initiate melting vs.
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exponential fit yielding si ¼ 1:14� 10�6 e49:012D with

R2 ¼ 0:99 (150 lm < d < 500 lm) as shown in Fig. 1(d).

This law predicts that doubling the beam diameter, for

example from 200 to 400 lm increases the time to ini-

tiate melting by nearly three orders of magnitude from

5.9 ls to 0.11 ms.

6.2. Time to initiate vaporization

Fig. 2(a) is a plot of svi, the dimensionless time to

initiate vaporization versus sint for fixed beam diameters

ranging from 80 to 500 lm. This plot shows that for

fixed beam diameter, svi is constant and independent of

sint. However, for beam diameters larger than 400 lm
some cases do not exhibit vaporization. As sint decreases
(scan speed increases) for fixed beam diameter, supplied

total energy density Qs ð¼ 4P
pdvÞ decreases. This result
(a)

(c)

Fig. 2. (a) Dimensionless time to initiate vaporization vs. dimensionl

dimensionless time to initiate vaporization vs. dimensionless energy

maximum melting depth vs. dimensionless beam–material interaction t

maximum melting depth vs. dimensionless energy density at fixed sca
indicates that a minimum supplied total energy density is

needed for vaporization to occur.

Fig. 2(b) shows svi as a decreasing function of / for

fixed scan speeds. For fixed scan speed, beam–material

interaction time is linearly proportional to diameter,

while heat flux input is inversely proportional to the

diameter squared. Thus, the variation of svi is dominated

by supplied total energy density.

6.3. Time to reach maximum melting depth

Fig. 2(c) shows smax, the dimensionless time to reach

maximum melting depth as a function of sint for fixed

beam diameters. For each fixed beam diameter, smax is

nearly a linearly increasing function of sint (inversely

proportion to scan speed) while the slope of smax vs. sint
is a increasing function of beam diameter. For fixed sint,
(b)

(d)

ess beam–material interaction time at fixed beam diameters, (b)

density at fixed scan speeds, (c) dimensionless time to reach

ime at fixed beam diameters, and (d) dimensionless time to reach

n speeds.
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smax increases with increasing beam diameter. This

results from the fact that although the supplied total

energy density remains constant, beam–material inter-

action time s increases as beam diameter increases for

fixed sint.
Fig. 2(d) shows smax as a function of / for a range of

fixed scan speeds. For each fixed scan speed, as / in-

creases, smax decreases. While heat flux input is inversely

proportional to beam diameter squared, beam–material

interaction time is linearly proportional to beam diam-

eter for fixed scan speeds. As beam diameter increases

for fixed scan speeds, smax decreases due to decreasing

heat flux input and increasing beam–material interaction

time.

6.4. Time for melting and resolidification

Fig. 3(a) is a plot of stot, the dimensionless time for

melting and resolidification versus sint for fixed beam

diameters. This plot shows that for a fixed diameter, stot
decreases with decreasing sint (increasing scan speed).

This results from the decrease in beam–material inter-

action time and the consequent decrease in the supplied

total energy density as scan speed increases. The slope of

stot vs. sint is a increasing function of beam diameter just

as it is in the case of time to reach maximum melting

depth.

Fig. 3(b) shows stot as a function of / for fixed scan

speeds. The dotted line separates those cases where no

vaporization occurs from those in which there is some

vaporization. If there is no vaporization, stot increases
with increasing /. As / increases (beam diameter de-

creases), the beam–material interaction time s decreases

but supplied total energy density increases (owing to the

inverse square dependence of q00 on diameter). This im-

plies that dominant factor influencing stot in the absence

of vaporization is the supplied total energy density.

However, when vaporization occurs, some material is

ablated and this affects stot. In such cases, the influence

of / is reversed. In other words, for cases with vapori-

zation, at fixed scan speed, stot decreases with increasing

/. Therefore, the onset of vaporization reverses stot from
an increasing function of / to a decreasing one.

6.5. Maximum melting depth

Fig. 3(c) shows fmax, the dimensionless maximum

melting depth as a function of sint for fixed beam

diameters. For each fixed diameter, fmax decreases as

scan speed increases, resulting in the decrease of both

beam–material interaction time and supplied total en-

ergy density.

Fig. 3(d) shows fmax as a function of / for fixed scan

speeds. For each fixed scan speed, fmax increases with /
(decreasing beam diameter). As beam diameter de-

creases, beam–material interaction time s decreases but
supplied total energy density (¼ 4P
pdv) increases. The dot-

ted line separates those cases where no vaporization

occurs from those in which some vaporization is present.

For each fixed scan speed, a steep gradient for fmax

versus / in the absence of vaporization is smoothened

with the onset of vaporization. Therefore, the supplied

total energy density is the dominant factor controlling

fmax.

6.6. Maximum vaporization depth

Fig. 4(a) shows fv;max, the dimensionless maximum

vaporization depth as a function of sint for fixed beam

diameters. For each fixed diameter, fv;max decreases as

scan speed increases, resulting in the decrease of both

beam–material interaction time and supplied total en-

ergy density. However some cases do not experience

vaporization. This result indicates that a minimum

supplied total energy density is needed for vaporization.

Fig. 4(b) shows fv;max as a function of / for fixed scan

speeds. When vaporization occurs, fv;max increases with

/ (decreasing beam diameter) for each fixed scan speed.

While beam–material interaction time s is linearly pro-

portional to beam diameter, heat flux input is inversely

proportional to the diameter squared for fixed scan

speed. The slope of fv;max vs. / is a weakly decreasing

function of scan speed. Therefore, the supplied total

energy density is also dominant factor controlling fv;max.

6.7. Initial substrate temperature and surface temperature

Fig. 4(c) shows fmax as a function of dimensionless

initial substrate temperature hi for d ¼ 200 lm, v ¼ 1:0
m/s. As substrate temperature increases, fmax increases

as expected since lesser laser energy needs to be supplied

to raise the temperature to the melting point and con-

sequently the melt interface penetrates deeper. Scaling

laws for si, svi, smax, stot, fmax and fv;max in terms of hi
were also derived and are shown in Table 3. si and svi are
decreasing functions of hi, while smax, stot, fmax and fv;max

are increasing ones as expected.

A comparison of our numerical solution for surface

temperature as a function of time against Prokhorov’s

[23] approximate closed form solution was investigated.

Fig. 4(d) compares the numerical solution and approx-

imate closed form solution of dimensionless surface

temperature hs ¼ Ts�T1
Tm�T1 versus dimensionless time

(Fourier number, Fo) for the case of d ¼ 200 lm beam

diameter and v ¼ 1:0 m/s scan speed. Prokhorov’s closed

form solution estimates a higher peak surface tempera-

ture compared with our numerical solution. This result

can be attributed to two probable causes. First, our

model includes vaporization while Prokhorov’s does

not. Second, our model incorporates the appropriate

thermal diffusivities for Nickel in the solid and liquid

states while Prokhorov assumes a constant diffusivity



(a)

(c) (d)

(b)

Fig. 3. (a) Dimensionless time for melting and resolidification vs. dimensionless beam–material interaction time at fixed beam

diameters, (b) dimensionless time for melting and resolidification vs. dimensionless energy density at fixed scan speeds, (c) dimen-

sionless maximum melting depth vs. dimensionless beam–material interaction time at fixed beam diameters, and (d) dimensionless

maximum melting depth vs. dimensionless energy density at fixed scan speeds.
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corresponding to the solid state. Note that the thermal

diffusivity of liquid Nickel is lower than that of solid

Nickel. These differences reflect the effects of the latent

heat of vaporization and material properties for liquid

and solid states included in our numerical solution but

neglected in Prokhorov’s closed form solution. This was

also investigated elsewhere [5].
7. Summary and conclusions

A dimensionless analysis of the controlling parame-

ters under various conditions including different beam

diameters, scan speeds, and substrate temperatures was

conducted. Using a one-dimensional approximation,

this model provides insights into the characteristics of
time to initiate melting, time to initiate vaporization,

time to reach the maximum melting depth, total time for

melting and resolidification, maximum melting depth

and maximum vaporization depth for a step heat flux

input. A summary of our findings is presented in Table

4. We observed that si and svi are inversely proportional

to heat flux input and supplied total energy density

respectively, in the presence of vaporization. We find

that smax is proportional to beam–material interaction

time. stot is a increasing function of supplied total energy

density for fixed beam diameter and for fixed scan speed

in the absence of vaporization. However, stot decreases
as / increases for fixed scan speed in the presence of

vaporization. Both fmax and fv;max are proportional to

the supplied total energy density. Scaling laws were de-

rived for si, svi, smax, stot, fmax and fv;max as functions of



(a)

(c) (d)

(b)

Fig. 4. (a) Dimensionless maximum vaporization depth vs. dimensionless beam–material interaction time at fixed beam diameters, (b)

dimensionless maximum vaporization depth vs. dimensionless energy density at fixed scan speeds, (c) dimensionless maximum melting

depth vs. dimensionless initial substrate temperature (d ¼ 200 lm, v ¼ 1:0 m/s), and (d) dimensionless surface temperature vs. Fourier

number (d ¼ 200 lm, v ¼ 1:0 m/s).

Table 3

Equations of scaling laws for step heat flux input (d ¼ 200 lm,

v ¼ 1 m/s)

Process variable Scaling law

si � 106 3:315� 7:826hi þ 3:354h2i
svi � 106 6:350� 10:884hi þ 4:152h2i
smax � 105 11:882þ 2:182hi þ 2:176h2i
stot � 105 17:422þ 9:021hi þ 38:577h2i
fmax � 103 9:44þ 4:91hi þ 2:71h2i
fv;max � 103 4:31þ 1:60hi � 0:066h2i

Table 4

Summary table for step heat flux input

Process variable Dominant control parameter

si q00

svi Qs

smax s
stot Qs (without vaporization)

xvf ;max (with vaporization)

fmax Qs

fv;max Qs
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dimensionless substrate temperatures. A subsequent

paper will treat the case of time-dependent heat flux

input.
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